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SEJAM BEM VINDOS!

Nesta apresentacao, exploraremos a integracdo de modelos de
recuperacao e geracao. Abordaremos o RAG para respostas, tanto no
prompt, quanto no chat, em perguntas usando Llama 3.2:1b e Neo4,.
Descubra como essa combinacao resulta em respostas mais precisas
dadas pelo chat em relagcao ao prompt do Llama.



Introducao

Nos ultimos anos, a inteligéncia artificial (IA) tem experimentado avangos
significativos, especialmente no campo dos modelos de linguagem, como os
transformadores. Uma das areas que tem se destacado € a de Retrieval-
Augmented Generation (RAG), que combina técnicas de recuperagao de
informagdes com geracdo de texto. Esses modelos sdo projetados para
responder de forma mais precisa e contextualizada a perguntas complexas,
uma capacidade crucial para a evolugao das interacées humano-maquina. No
entanto, a implementacao de RAG em sistemas de respostas a perguntas
ainda enfrenta uma série de desafios significativos, que sdo essenciais para
garantir a relevancia, a precisdo e a confianga nas respostas fornecidas
{Proenca2024}.



O que é Geracao Aumentada por Recuperacao
(RAG)?

Concelto ctapas Vantagens

RAG combina recuperagao de Primeiro, recupera informacgoes Oferece conhecimento atualizadoe
informac0es com geracao de texto. relevantes. Depois, gera respostas respostas contextuais. Garante
Fle melhora as respostas com com base nessas informagoes. 0recisao e relevancia.

conhecimento externo.




Metodologia

A construgao do sistema proposto baseia-se na combinacdo de diferentes tecnologias que permitem
integrar mecanismos de recuperacdo de informagdes com modelos generativos de linguagem. A
estrutura central apoia-se na arquitetura RAG, implementada com o uso do framework

LangChain(que facilita a criacao de aplicacoes com modelos de linguagem (como o ChatGPT)

que interagem com dados externos, APls, bancos de dados) e que orquestra a comunicacio entre

os componentes. O armazenamento e a consulta de informagdes sao realizados por meio do banco

de dados em grafos Neodj, enquanto a busca semantica € viabilizada por embeddings gerados pela

plataforma Ollama. As respostas finais sdo produzidas pelo modelo Llama 3.2 (1B), ajustado para

lidar com interacbes em linguagem natural e enriquecer as respostas com base nos documentos

recuperados.



Arquitetura RAG

A arquitetura RAG (Geracdo Aumentada por Recuperacdo) usando LangChain que € uma
estrutura de software ajuda a criar aplicagbes baseadas em LLM's e melhora as respostas em
modelos de IA ao integrar informacdes externas. Estrutura essa que facilita a implementacéo
do RAG, permitindo a conexdo com bancos de dados, vetores de embeddings e documentos

estruturados, o que aumenta a precisao e confiabilidade das respostas geradas{Vidivelli2023},

como demonstrada na imagem abaixo.



Arquitetura do Modelo RAG.
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Banco de dados orientado a grafos

O Neo4j € um banco de dados orientado a grafos, projetado para armazenar e consultar dados
que podem ser representados como grafos. Ele foi criado para lidar com relacbes complexas
entre dados, sendo ideal para aplicacdes que exigem interagdes dinamicas entre entidades,

como redes sociais, sistemas de recomendacao e detecg¢ao de fraudes{Khan2023}.



Um breve manuseio de Banco de dados Orientado a
Grafos

Neo4): Banco de Dados de Grafos para
Recuperacao Eficiente
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Arquitetura do Sistema RAG
com Llama 3.2 e Neo4
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Embeddings Semanticos com Ollama

A recuperacdo de documentos relevantes neste trabalho € baseada em representacdes
vetoriais de textos, conhecidas como embeddings semanticos. Esses vetores numeéricos
capturam relacdes de similaridade contextual entre termos, permitindo que consultas textuais
sejam comparadas com documentos de forma mais precisa do que abordagens puramente
lexicais. No contexto da arquitetura RAG, os embeddings s&o fundamentais para encontrar os
documentos mais relevantes que servirdo de base para a geracdo da resposta final pelo

modelo de linguagem.



O sistema implementado segue um fluxo estruturado: o usuario insere uma pergunta por meio
de uma interface web, e essa entrada é transmitida para a fungao \textit{chat\_with\_bot}. Essa
funcdo aciona o método \textit{query\ neo4j}, responsavel por gerar o embedding da consulta,
calcular sua similaridade com os documentos vetorizados previamente no Neo4j e recuperar 0s
conteudos mais relevantes. O resultado desse processo sdo os documentos com maior
proximidade semantica em relacdo a consulta, que serdao usados como contexto para a
geracdo da resposta final.A métrica utilizada para comparar os vetores da consulta e dos

documentos é a similaridade de cosseno, definida pela férmula:

A-B

silimaridade (A, B) = W i




Apds o calculo das similaridades, o sistema seleciona os cinco documentos mais relevantes
com base na pontuacao obtida. Esses documentos sao entdo encaminhados ao modelo
gerador (Llama 3.2 (1B)), que os utiliza como contexto para elaborar uma resposta. Essa
combinagao entre recuperagao baseada em embeddings e geragdao com LLMs é o que

caracteriza a arquitetura RAG.

Massive Dataset Vector Store Similarity

(0

Search a Embedding
— Y
— [X
m O @ N
=] Query
Relevant
Prym—
‘} Context > |CONTEXT o-—
InterSystems’ =—=ooo
Croative data technology Query
e S—a A
Training JEmbeddlng
] A
Splitting Pri E
| —e rivate —
Documents
Chunks
/Nodes
Pre-trained
LLM m Query + Relevant Context
~ - <€

Response




Meétricas de Avaliacdo das Respostas Geradas

A qualidade das respostas geradas pelo sistema é avaliada por meio de duas métricas amplamente
utilizadas na literatura de processamento de linguagem natural: ROUGE-L e BERTScore. Ambas tém
como objetivo medir o grau de similaridade entre a resposta gerada pelo modelo e uma resposta de

referéncia, porém adotam abordagens distintas e complementares.

A métrica ROUGE-L (Recall-Oriented Understudy for Gisting Evaluation) baseia-se na identificacdo da
maior subsequéncia comum (Longest Common Subsequence, LCS) entre as palavras da resposta
gerada e da referéncia. Essa subsequéncia considera apenas a ordem das palavras, desconsiderando

interrupgdes intermediarias. A partir da LCS, sdo calculadas trés medidas:
> Precis&o; proporgéo da LCS em relagdo ao numero de palavras da resposta gerada.
> Recall: propor¢ao da LCS em relagdo ao numero de palavras da resposta de referéncia

» F1-score: média harménica entre precisao e recall.



O BERTScore, por sua vez, utiliza modelos pré-treinados como o BERT para gerar embeddings
semanticos das palavras da resposta gerada e da referéncia. Com base nesses embeddings, calcula-
se a similaridade semantica entre os textos. Assim como o ROUGE-L, o BERTScore fornece medidas
de precisdo, recall e F1-score, mas com a vantagem de reconhecer sinbnimos, reescritas e

reformulacdes estruturais.

Essa métrica é especialmente adequada para avaliar respostas geradas por modelos de linguagem, ja
que leva em consideragao o significado das palavras, e ndo apenas sua ordem ou exatidao superficial.
Por esse motivo, € comum que os valores de F1 obtidos pelo BERTScore sejam significativamente
mais altos do que os do ROUGE-L, mesmo quando ambos avaliam as mesmas respostas. Essa

diferenca sera retomada e discutida na se¢ao de resultados.



Resultados e discussao

Esta secdo apresenta os resultados obtidos a partir da aplicagdo do modelo Llama 3.2 (1B) em
dois cenarios distintos: com e sem a utilizacdo da arquitetura RAG. O objetivo é comparar a
qualidade das respostas geradas em cada abordagem, com base em perguntas elaboradas a

partir do conteudo do livro A Riqueza das Nagdes, de Adam Smith.

Ao final, os resultados sdo quantificados por meio de métricas objetivas ROUGE-L e
BERTScore, permitindo avaliar, de forma mais precisa, o impacto da técnica RAG na geracao
das respostas. A secido termina com uma discusséao interpretativa, que analisa as principais

tendéncias observadas e suas implicagdes para o uso pratico de modelos LLMs com RAG.



Resposta com RAG

Pergunta 1 — Qual o conceito de valor?

Resposta com RAG

O conceito de valor, segundo Adam Smith, esté ligado ao trabalho necessério para produzir
um bem. Ele distingue entre valor de uso, que & a utilidade de um bem, e valor de troca,
que ¢ a capacidade de ser trocado por outros bens no mercado. O trabalho é a medida real
do valor de troca.

Pergunta 2 — De onde surge o conceito de valor?

Resposta com RAG

Segundo Adam Smith, o valor dos bens surge da quantidade de trabalho empregada em sua
producdo. O trabalho ¢ a medida real do valor de troca de qualquer mercadoria.

Pergunta 3 — Quais os fatores de produgao que geram
o conceito de valor?

Resposta com RAG

De acordo com Adam Smith, o valor de troca de uma mercadoria é determinado pelo
trabalho necessdrio para produzi-la. O trabalho é o fator fundamental que gera valor, espe-
cialmente nas sociedades primitivas, onde o trabalho era o dnico fator de producdo.




Resultados com ROUGE-L
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Resultados com BERTScore
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A analise das trés perguntas revelou diferengas consistentes entre as respostas geradas pelo modelo
puro (sem RAG) e aquelas produzidas com o suporte da arquitetura RAG. De modo geral, as
respostas com RAG mostraram-se mais precisas, concisas e conceitualmente alinhadas ao conteudo
original da obra de Adam Smith, enquanto as respostas sem RAG tenderam a ser mais genéricas,
com tracos de interferéncia de abordagens modernas ou interpretagdes alternativas.

Do ponto de vista quantitativo, os valores de BERTScore reforgaram essa conclusido: as respostas
com RAG obtiveram F1-scores acima de 70%, indicando alta similaridade semantica com as
referéncias. Ja os valores de ROUGE-L, embora mais baixos, estdo de acordo com o comportamento
esperado da métrica, que penaliza reformulagdes textuais mesmo quando o conteudo esta correto.
Isso evidencia a importancia de utilizar métricas complementares na avaliagdo de modelos de
linguagem.

Esses resultados indicam que a integracdo entre mecanismos de recuperacdo e modelos generativos
pode melhorar significativamente a qualidade das respostas em tarefas de pergunta e resposta com
base em documentos. No entanto, a eficacia da abordagem RAG depende da qualidade e da
cobertura seméantica da base de dados utilizada. Em contextos em que o conteudo de referéncia é
escasso, mal segmentado ou ruidoso, os ganhos observados podem né&o se repetir.



Conclusao e Trabalhos Futuros

Este trabalho apresentou uma arquitetura baseada em Retrieval-Augmented Generation (RAG) para
melhorar a geracdo de respostas em tarefas de pergunta e resposta a partir de documentos. A
proposta integrou a recuperagdo semantica de informagdes, por meio de embeddings gerados com a
plataforma Ollama, a um modelo de linguagem Llama 3.2 (1B), permitindo que o sistema combinasse

busca contextualizada com geragéo textual em linguagem natural.

Trabalhos futuros podem explorar diversas dire¢ées. Uma possibilidade € ampliar a base documental
vetorizada, incorporando multiplas fontes e organizando os dados em estruturas mais robustas, como
grafos de conhecimento. Outra linha de investigagdo envolve a comparacao entre diferentes técnicas
de vetorizacdo e recuperacdo semantica, avaliando seu impacto na performance da arquitetura.
Também se destaca o potencial de aplicar a abordagem proposta em dominios especificos, como
educacdo, saude ou direito, avaliando sua robustez em tarefas mais especializadas. Por fim, a
incorporacao de mecanismos de feedback humano para refinar as respostas geradas representa uma

perspectiva promissora para aplicacdes praticas.
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